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Abstract. This paper describes a pilot study of gestures which are
connected to anaphoric expressions and to their antecedents in video-
recordings of spontaneous two- and three party interactions. The record-
ings have been transcribed, multimodally annotated and analysed. The
results of this analysis and of machine learning experiments run on the
annotated data show that gestures which are related to anaphora (or co-
referring expression) and to their antecedents have many common shape
attributes and values. They also show that shape attributes and values
can be used for identifying gestures connected to referring expressions
automatically. These results are promising for both anaphora resolution
and for the generation of plausible conversational agents.
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1 Introduction

This paper deals with gestures which are connected with anaphoric and co-
referring expressions in video-recordings of spontaneous interactions between
two or more participants. Human communication is by nature multimodal be-
cause it involves both speech and gestures. Here, we use ”gestures” as a general
term comprising non-verbal communicative behaviours, such as facial expres-
sions, head movements, hand gestures, and body postures.

Most studies on co-reference and anaphora have focused on their occurrences
in texts and speech. An exception is the work by Eisenstein and Davis [6, 7]
who extract via computer vision features of hand gestures co-occurring with co-
referring nominal expressions in an English multimodal corpus. They base their
study on a corpus collected for that task where the dialogue participants wore
coloured hand gloves in order to facilitate the automatic recognition of the ges-
tures. The results of Eisenstein and Davis’ study show that the position of holds
in the hand gestures can be useful to co-reference resolution. Eisenstein et al. [8]
add these features into a reference system which they run on the same corpus.
The added features improve co-reference. Chen et al. [21] replicate the experi-
ment in a larger corpus.They report that the F-score of the resolution algorithm
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without gestural features is 0.624, while it becomes 0.67 when information about
deictic gestures is added to the system.

Differing from these studies, we investigate gestures that are semantically
related to anaphora and co-referring expressions in a corpus of Danish video-
recorded spontaneous two-party and three-party interactions between well-acquainted
people. The recordings have been transcribed and the gestures have been anno-
tated manually. In this study, we present a first analysis of the gestures related
to anaphoric expressions. We also describe the results of machine learning ex-
periments which we performed on the annotated data in order to investigate
whether the gestures accompanying anaphoric expressions and their antecedents
are related and whether these gestures can be automatically recognised on the
basis of attributes describing their shape1.

Investigating the relations between gestures and the referring expressions to
which they are linked is not only important for understanding human commu-
nication, but it can also contribute to the resolution of anaphora in multimodal
interactions and to the generation of plausible conversational agents.

The article is organised as follows. In section 2, we present the types of
gestures that are related to anaphora, and we shortly introduce some relevant
studies on these gestures. In section 3, we describe our corpus and the multimodal
annotations, then we present a first analysis of the annotated data ( section 4).
In section 5, we account for the machine learning experiments conducted on the
data, and finally, we conclude and discuss future work (section 6).

2 Gestures and Anaphora

Various classifications of gesture types have been proposed, inter alia [5, 9, 23].
We use a classification based on Peirce [28] who recognises three main semiotic
types: symbolic, iconic, and indexical.

Indexical gestures have a real and direct connection with the objects they
denote and comprise deictic (pointing) and non-deictic gestures, e.g. beats and
displays. Iconic gestures, also known as emblems or illustrators, denote their ob-
jects by similarity. They include metaphoric gestures. Finally, symbolic gestures
are established by means of an arbitrary conventional relation.

The gestures that are related to anaphora are deictics that point towards
objects which are not physically in the interaction room and iconic gestures
These gestures often co-occur with speech, but they can also occur alone.

Pointing gestures have been extensively investigated from several points of
view, inter alia in intercultural communication studies and in cognitive as well as
in language acquisition studies [15, 18, 20]. In western European cultures, point-
ing is mainly done with hands, but can also involve the head, the body, and
the gaze. In other cultures, pointing mainly involves other body parts, e.g. the
mouth [18]. Furthermore, Kendon [15] presents differences in the way Italians
point to individual objects (tokens) and to object types.

1 The work described in the article is done under the clarin-dk and the vkk (Verbal
and non-verbal communication) projects funded by the Danish Research Councils.
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The main communicative function of pointing is to indicate specific objects in
the interaction’s physical space, but it can also be related to other communica-
tive functions such as turn management, feedback, and focusing (information
structure). As noticed above, gestures can point towards objects that are evoked
in speech but are not present in the interaction room. These objects can also be
abstract [15].

Iconic gestures resemble in their execution and manner of performance a
concrete object, event, or action [23]. Some of the functions of iconic gestures
which have been studied comprise their use to help recovering words, to facilitate
the addressee’s comprehension of some concepts, and to distinguish between
more objects. Studies of iconic gestures also include aspects such as the relation
between the represented objects and the way gestures depict them [31, 17], the
analysis of the gestures with respect to the language type, [10], the creation of
a gesture lexicon, i.a. [29, 16].

Symbolic gestures, which in some cases can be related to anaphora, have
mainly been investigated in intercultural and cognitive studies, see inter alia
[11, 15].

3 The Data

Our data consist of four video-recordings of spontaneous interactions between
Danish native speakers (approx. 15 minutes each). The participants are sitting
around a small table in private houses and discussing various subjects, such as
economic crisis and family relations. The videos have been collected and CA
transcribed with the clan tool[22] by researchers at University of Southern
Denmark as part of the movin database. A typical conversational settings is in
Fig. 1.

We have re-transcribed the conversations orthographically in praat [2] assigning
time stamps to each word. Then, we have imported the praat and the clan
transcriptions into the anvil multimodal annotation tool [16]. The annotation is
done following an extension of the mumin annotation scheme [1] which provides
pre-defined attribute-value pairs describing the shape and the communicative
functions of gestures2. The description of the gestures’ shape is quite coarse-
grained.

The mumin scheme has been applied to annotate video-recordings in several
languages, comprising Danish [26, 27] Estonian [14], Finnish [12], Greek[19], and
Swedish[1]. Some of these annotations have been evaluated in terms of inter-
coder agreement with acceptable results given the type of task (Cohen’s kappa
[3] between 50-90% depending on the categories) [13, 26, 24].

Gestures are often multifunctional, and they can be related to one or more
words if the annotators find that the gestures are semantically related to these

2 Only gestures which are judged to have a communicative function are coded.
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Fig. 1. An Interaction Setting

words. The functions annotated in this corpus are related to feedback, turn
management, sequencing and information extraction. An emotion or attitude
attribute can also be assigned to gestures. Examples of values connected to
the emotion/attitude attribute are the following: happy, sad, satisfied, certain,
uncertain, and nervous.

Gestures are divided into Peirce’s three semiotic types [28] as described in
section 2. In the present work, we have distinguished various kinds of deictics,
indicating the object type to which gestures ”point”. The recognized deictic
subtypes are the following: deictic-1person (the deictic points to the speaker),
deictic-2person (the deictic points to the interlocutor), deictic-3person (the de-
ictic points to an object in the interaction’s room), deictic-3person-no (the de-
ictic points to an individual object that is not in the interaction room), deictic-
3person-abstract (the deictic points to an object that is not in the room, and it
is related to an abstract anaphor3), deictic-space (the deictic is linked to a space
adjunct), deictic-time (the deictic is linked to a time adjunct).

The shape of Head Movements is described with the name of the movement
and information about whether the movement is single or repeated (Table 1).
The features describing the shape of facial expressions and body postures are
mostly as proposed in mumin The description of the shape of hand gestures
is a simplification of the scheme used at the McNeill Lab [4] and consists of
eight dimensions, comprising the trajectory and amplitude of the gesture, the

3 These anaphora have as antecedents constructions such as verbal phrases and dis-
course segments.
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Table 1. Features for Head Movement

Behaviour attribute Behaviour value

Head Movement Nod, Jerk, HeadBackward HeadForward, TiltRight, TiltLeft,
SideTurnRight, SideTurnLeft, Shake, Waggle, HeadOther

Head Repetition Single, Repeated
FaceInterlocutor ToInterlocutor, AwayFromInterlocutor
GazeDirection Up, Down, Forward, Left, Right, GazeDirectionOther
GazeInterlocutor ToInterlocutor, AwayFromInterlocutor

orientation of the palm, the extension of the fingers. The attributes and values
describing hand gestures are in Table 2. A print-screen of the anvil tool with

Table 2. Features for Hand Gestures

Behaviour attribute Behaviour value

Handedness SingleHand, BothHands
Hand-Repetition Single, Repeated
Palm Open, Close, PalmOther
PalmOrientation Up, Down, Side, Vertical, OrientationOther
Fingers IndexExtended, ThumbExtended,

AllFingersExtended,FingersOther
Amplitude Centre, Periphery,AmplitudeOther
TrajectoryRightHand Forward, Backward,
or Up, Down, SideRight, SideLeft,
TrajectoryLeftHand HandComplex, HandOther

the annotations of one of the interactions from the movin database is in Fig 2.

4 Analysis

The annotations of the video recordings used in this study comprise 2619 ges-
tures. The distribution of the annotations in the various gesture types are in
Table 3. 110 of the 470 hand gestures involve both hands, and 282 of all ges-
tures are repeated. 168 of the gestures have been classified as deictics (31 head
movements, 31 gaze, and 106 hand gestures) and 61 hand gestures have been
classified as iconic. In the following we only focus on head movements and hand
gestures, because all gaze movements in these data co-occur with deictic head
movements in the same direction.

127 of the deictic gestures (87 hand gestures and 30 head movements) are
linked semantically to referring nominal expressions, and only five hand gestures
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Fig. 2. Print-screen from the Anvil Tool

Table 3. Annotated Gestures

Gesture Total

Head Movements 1069
Gaze Direction 868
Hand Gesture 470
Facial Expressions 98
Eyebrows 6
Eyes 11
Mouth 8
Lips 7
Body Posture 82
Total 2619
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are linked to abstract anaphora. Two gestures are classified as first-person-deictic
(the speaker points to herself) and 21 are coded as second-person-deictics (the
speaker points to an interlocutor). Only in one fifth of the cases gestures co-
occurred with anaphors and antecedents.

In 14 cases two or more referring expressions and their antecedents are ac-
companied by a gesture.

Only four iconic gestures are relevant to our study. In all these occurrences,
the iconic gestures accompanying the anaphor or the co-referring expressions and
their antecedents have similar shape attributes and values, although in one case
there are 15 utterances (comprising expressions such as Yes and Ok) between
the anaphor and the antecedent.

In all relevant cases (both deictic and iconic gestures) the gestures are per-
formed by the same interlocutor. In these data there are no symbolic gestures
connected to anaphora.

A first analysis of the data shows that if both anaphora and antecedents are
related to gestures, the shape descriptions of the gestures have many common
attributes and values. When only anaphora are linked to gestures, the hands
and/or head of the speaker point towards a place in the room where there are
no objects of the referent’s type. Exceptions are cases in which the speaker talks
about persons or objects somehow related to an interlocutor and points toward
the interlocutor, or in which the deictic linked to the anaphor points to the place
where the speaker previously made an iconic gesture to illustrate the antecedent.

5 Machine Learning Experiments

Although the data-set of gestures relevant to our study is limoted, we run ma-
chine learning experiments on the data in order to investigate whether the various
attributes describing the gestures related to the anaphora and those related to
the antecedents are the same and to which extent gestures related to referring
expressions can be distinguished on the basis of their form. The experiments are
run in weka [32].

In the first experiment we run a clustering algorithm (Expectation Maximi-
sation) on the shape annotations of the relevant hand gestures. The aim of the
experiment is to test the hypothesis that gestures which co-occur with expres-
sions that are linked by reference relations (identity relation and other relations)
should be clustered together because they have similar shape attributes. We only
included a restricted number of the annotated shape attributes in the experi-
ment, that is Palm, Palm Orientation, Fingers, Hand Repetition, and Trajectory
of Right and Left Hand. We obtained eight clusters. Nearly all gestures which
are connected with referring expressions and their antecedents in our data are
grouped in the same cluster. The only two exceptions are cases in which the
speaker makes an iconic gesture co-occurring with an action and then points
to the place where she made the iconic gesture while referring to that action
by the abstract pronoun det (it/this/that). Of course the results of this experi-
ment do not imply necessarily that eventually competing antecedents also occur
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in different clusters. They only show that when both anaphora (or other co-
referring expressions) and their antecedents co-occur with gestures in our data,
the gestures’ shape attributes and values are similar.

These results are also in line with the results of the co-reference study per-
formed by Eisenstein and Davis [6, 7].

In the second group of experiments we wanted to investigate to which extent
the features describing the form of the hand gestures and their various functions
help recognising their semiotic type. Thus, we classified the semiotic types of all
hand gestures automatically. First, we used the annotated shape features, then
we added the gesture’s functional attributes (feedback, turn management, se-
quencing and information structure) to the dataset. The used classifier is weka’s
SMO, a support vector classifier. The baseline are the results obtained with the
ZeroR classifier, which always chooses the most frequent nominal category.

Table 4 contains the results of both classifiers evaluated via ten-fold cross
validation. These results show that the shape description of hand gestures which

Table 4. Results of Classification Experiments

Algorithm Dataset F-score

ZeroR 28.6
SMO Shape 58.3
SMO Shape+Feedback 56.5
SMO Shape+Turn 61.4
SMO Shape+Sequencing 59.2
SMO Shape+IS 47.8
SMO Shape+Functions 67.1

is coded in our corpus helps to classify the semiotic type of hand gestures, even
if this description is quite coarse-grained. The results of the classifier improve
slightly adding turn management or sequencing, while they get worse adding
the feedback or information structure attributes. Finally, the results improve
significantly if all the functions of gestures are used. These results can be in part
explained by the fact that the various semiotic types of gestures are connected to
a limited number of functions and that some of these functions can co-occur. The
number of gesture related to each type of function also influences the results. In
particular hand gestures are only seldom related to feedback, and information
structure nearly always co-occurs with other function types.

Concluding, our experiments confirm that the shape of hand gestures which
accompany anaphora (or co-referring expressions) and that of gestures which
accompany the anaphora’s (or co-referring expressions’) antecedents are simi-
lar. The shape of hand gestures might therefore contribute to the resolution of
anaphora and co-referring expressions.
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Furthermore, the experiments indicate that, to some extent, it is possible to
identify automatically gestures which are relevant for reference from other types
of gestures on the basis of their shape, even if the shape’s description is not
fine-grained.

6 Conclusion and Future Work

This paper contains a study of head movements and hand gestures which co-
occur with anaphora and their antecedents in video-recordings of spontaneous
dyadic and triadic interactions. Because gestures relevant to anaphora are deictic
or iconic, we have focused on these types of gesture. The gestures’ shape and
dynamics, their function, their semiotic type and their relation to co-speech
was manually annotated in the recordings. The analysis of the pairs of gestures
which co-occur with anaphoric expressions and with their antecedents in the
data indicates that their shape is described with many common attributes and
values. The similarity of the shape of gestures accompanying the anaphora and
their antecedents is confirmed by machine learning experiments in which the
gestures annotated have been clustered on the basis of their shape annotation.
As expected, almost all gesture pairs related to anaphora and their antecedents
occur in the same clusters. These results are also in line with the study of hand
gestures related to co-referring expressions made by Eisenstein and Davis [6, 7].

Classification experiments run on the annotated show that gestures related
to referring expressions can, to some extent, be automatically recognised on
the basis of their shape description. This is promising given that the shape
description annotated in the corpus is not very fine-grained.

This study is only a pilot study and the utility of gestures for anaphora and
co-reference resolution must be confirmed on more data and including gestures in
resolution experiments as attempted by [8, 21]. Because the manual segmentation
and the annotation of the gestures’ shape is extremely time-consuming, it should
be partially replaced by automatic annotations.

In our machine learning experiments we have only focused on hand gestures
because they were the most frequent occurring gesture types relevant to this
study. However, all behaviours related to referring expressions, that is hand
gestures, head movements, gaze direction and, in some cases also body posture,
should be analysed together.
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