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Abstract
This paper is concerned with the use of a commercial large-vocabulary speech recognition system by a team of mainstream users in the course of their everyday work.  In particular, it describes use by translators working in four languages in a multilingual environment at the European Commission.  The paper begins by describing some of the differences between the point-of-view of a typical researcher in speech recognition and that of a typical mainstream user.  It points out some of the psychological barriers that must be overcome if speech recognition is to gain really widespread acceptance, and it concludes that such acceptance will depend at least as much on the sharing of experience between users as on technical advances.  The overall results of the trials at the European Commission were encouragingly positive, but several unexpected problems were encountered, many of them related to the multilingual environment.  The paper describes how most of these problems are being addressed.
Introduction
Those of us carrying out research in speech recognition naturally focus on recognition accuracy as the predominant measure of performance, with perhaps a secondary interest in the computational demands of the method being investigated.  We also concentrate on methods and on test paradigms that allow performance to be measured in a repeatable way.  The point of view of a real user is very different, however.

While recognition accuracy is clearly important, users tend to judge accuracy in a binary fashion: either a system is accurate enough or it is not.  In document creation the penalty of inaccuracy is that it slows down text creation.  There is consequently a trade-off between the level of recognition accuracy required and the time and effort needed to correct a misrecognition.

A typical research recognition system works (possibly in many times real time) on complete sentences, optimising the interpretation of the acoustic input over the whole sentence using a statistical grammar.  The grammar has often been derived from texts that are closely similar to the one being created.  The vocabulary may well have been defined to ensure that no words will occur that are not already known to the system.  Usually, the system receives no feedback during the test to allow it to develop in any way.

Real users, on the other hand, frequently wish to see immediately what they have spoken, and they may not always be creating complete sentences.  Apart from a few specialised applications, such as radiology reports, commercial systems cannot be set up by the manufacturer for the application needs of each user.  The evident solution is to allow the system to adapt to the user and to the style and vocabulary of the texts being produced.  However, it is virtually impossible to measure or specify the performance of a system that continuously evolves towards the needs and properties of its user and towards the characteristics of the documents being produced.

Thus, researchers typically concentrate on off-line recognition accuracy on predefined vocabularies, employing whatever techniques they need to optimise this accuracy.  Real users, on the other hand, are concerned about the time and effort that it takes them to create a finished document.  With on-line systems, this time usually includes the time needed to correct the recognition and provide feedback to help the recognizer adapt.  In many applications it will also include the time needed to add occasional new words to the vocabulary.

Real users also have a host of pragmatic concerns that do not affect most researchers.  These include: the cost of the system, the kinds of host computer it can be run on, the possible need for special hardware, the host processor power and memory requirements, the operating system or systems it can be used with, the kind and extent of user-specific training needed, and the kind of microphone needed.  There are, in addition, many less obvious features that can be crucial for certain users, while to others they may seem unimportant.  For example, some users may have an absolute need to add many special words or phrases to the vocabulary.  Others may consider it important to be able to input and format text by voice directly in a particular piece of application software rather than having to create the text first and import it into the application later.  Finally, for someone unable to use his or her hands, the ability to do everything by voice — including controlling software, adding new words and moving the mouse cursor — is vital.

The earliest users of large-vocabulary speech recognition systems, in common with pioneering adopters of other kinds of new technology, tend to be special people.  Either they have a compelling reason to use speech recognition, such as being unable to use their hands, or they are enthusiasts, keen to use the latest technology.  Mainstream users do not typically fall into these categories.  Indeed, they may not even be using speech recognition by their own choice but may be requested to do so by their employer.  These users may view speech recognition very differently from the earliest users.

In introducing large vocabulary speech recognition to mainstream users, there is a psychological barrier to be overcome.  We generally accept the need to learn how to type and how to use a particular word-processing package.  Speech, however, is so familiar that we may resent having to speak in a particular way to a machine (such as pausing between words) or even having to learn how to use speech recognition software to correct errors, format text, etc.  Expectations at the outset are therefore too high, and the initial effort needed may be resented.  Every new user of a word-processing package knows other people who use the package effectively, and he or she can therefore be confident that it is worthwhile persisting when difficulties are encountered.  New users of large-vocabulary speech recognition software, on the other hand, are not usually surrounded by colleagues who are already experienced in its use.  Consequently, when they encounter difficulties they have little to retain their faith in their initiative and may quite understandably be tempted to abandon it.  If large-vocabulary speech recognition is to become well established, it must break through this barrier and create enough reference users to give confidence to new users.

This paper reports some experiences with a group of mainstream users, who happen to work in a multilingual environment.  It does not purport to report an evaluation in the sense of objectively measuring some parameter such as recognition accuracy or even work throughput.  Rather, it reports the subjective response of the users.  It is such subjective responses that ultimately determine whether speech recognizers get used in real applications.  As will be seen, features such as recognition accuracy did not figure highly in the responses.

Characteristics of the Recognizer Used
Since this paper is concerned with a practical trial of speech recognition and not about the technology of speech recognition, only those details of the recognizer that are germane to the users’ experience will be mentioned.

The recognition system used for the trial was DragonDictate for Windows Version 1 (now superseded by later versions) [1,2,3].  This is a large-vocabulary discrete-utterance recognition system functioning on IBM-compatible PCs running Microsoft Windows.  (The term “large vocabulary recognizer” is used here to mean a system that attempts to recognise anything that is spoken to it, not just a vocabulary for a specific task.)  The output from the recognizer generally looks like signals coming from the keyboard.  Consequently, any application software that takes its input from the keyboard can usually be operated directly using this recognizer.  The system can therefore be used for such tasks as editing, formatting and printing texts, as well as for straightforward text creation.

The recognition engine uses triphone acoustic units and a statistical language model.  Internally, a word is generally indexed by its orthographic form.  Associated with this is its phonetic transcription (or possibly multiple alternative transcriptions), and information needed by the language model, together with information on how the recognizer should respond when the word is recognised.  The term “word” here is used to mean any utterance delimited by pauses, including standard phrases (such as “thank you”), punctuation symbols (such as “full stop”), key names (such as “tab key”), and commands (such as “close window”).  Inflected forms of words (such as “run” and “runs”) are treated as independent words.

During text creation, the normal effect of a word being recognised is that the recognizer emits the string of ASCII characters corresponding to the spelling of the word.  With a special class of words, called voice macros, however, the recognizer emits a different ASCII string.  The “tab key” example cited in the previous paragraph is a macro.  A key phrase generating a long string of text would also be a macro.  Finally, commands, such as those used to change the font during the production of a document, are macros.  To avoid confusion between macro names and words that are to be echoed to the text, macro names are recommended to contain at least two words spoken without pausing.

Both the acoustic-phonetic units and the parameters of the language model adapt to the user during use.  Users are recommended to initiate the acoustic adaptation by undergoing a training session lasting about twenty minutes, in which they are prompted with words to pronounce. This adaptation then continues during actual use, and it normally occurs on every word recognised.  Adaptation can, however, be confined to words that are explicitly corrected.  In this case, recognition errors can be left in a text without risk of false adaptation.  The disadvantage of this option, though, is that the amount of adaptation material available in this mode is much reduced.

In the case of the language model, there is both short-term and long-term adaptation.  Short-term adaptation is immediate; it is relevant to the document currently being produced, and is forgotten at the end of a session.  Long-term adaptation, on the other hand, is a slower process, retained from session to session, reflecting the user’s general style.

The vocabulary used in dictation is partitioned into an active and a back-up region.  Depending on the variant being used, the active vocabulary may contain 10, 30 or 60 thousand words, but in each case the total vocabulary size is around 120,000 words plus any new words introduced by the user.  When a user speaks a word during dictation, only words present in the active vocabulary are initially considered.  The top choice word is entered into the text, while up to eight other words, representing rank-ordered alternatives, appear in a choice list (Fig. 1).  Normally, the word appearing in the text will be correct.  However, if neither it nor any of the words in the choice list corresponds to what the user actually said, he or she can help by giving the first few letters of the word.  At this point, the recognizer searches not only over the active vocabulary but also over the back-up vocabulary (Fig. 2).  When the correct word appears in the choice list and is selected by the user, it automatically replaces the word that initially appeared in the text.  If the word selected was drawn from the back-up vocabulary, it is automatically promoted to the active vocabulary.  At the same time, that word in the active vocabulary currently estimated to have the lowest probability of occurrence is relegated to the back-up (Fig. 3).  The active vocabulary thus acts as a kind of cache.

If the word spoken is not in the active or back-up vocabulary, the user will add more letters until the whole word is spelled out.  When this word is then selected, it is automatically added as a new word to the vocabulary, without the user needing to be aware that anything special has happened.  The entire active vocabulary can in principle be replaced with new words created in this way.  No existing words are lost when new words are added; the back-up region is simply enlarged.

Applications programs for Microsoft Windows generally make use of menus consisting of words and short phrases appearing in menu bars, drop-down lists and dialogue boxes; and users normally select the desired menu item with the mouse.  Provided the words used are contained in the recognizer’s complete vocabulary and the application follows the Windows protocol, the recognizer can automatically make active the vocabulary of each menu as it appears.  It sends the appropriate keystrokes when the menu item is pronounced.  Note that this does not require any special preparation in the recognizer for the particular application.

Some menus, however, consist of images of buttons containing pictorial symbols.  There is then no obvious word to pronounce.  However, the effect of selecting the button with the mouse can in most cases be achieved alternatively by sending a keystroke combination.  Voice macros can be made that send the appropriate keystroke combinations in response to some mnemonic macro name.  In a word processor, for example, underlining might be enabled by clicking the mouse on a button with the symbol of an underlined “U”, causing the keystroke combination “control + u” to be sent.  A voice macro can be set up to allow the recognizer to send the same keystroke combination when the user says “font underline” without pausing.  A set of such voice macros is provided with the recognition system for a range of popular applications software packages.

The microphone used in the evaluations was a Shure SM-10, which is a close-talking noise-cancelling microphone mounted on a boom attached to a band worn over the head.  The use of such a close-talking microphone is essential in conditions such as those in the evaluation, where two people often share an office.  The microphone must be attached to the head to keep it at a close, constant distance from the lips while allowing the user to move around.

Background to the Trials at the European Commission Translation Service
The European Commission Translation Service is almost certainly the largest translation organisation in the world, with over 1,500 translators.  Although the Commission handles documents in a dozen or so languages, many documents are translated only into a few “core” languages.

Traditionally, translators worked by making audio recordings of their translations, which were then transcribed by professional typists, and sent back to the translators for correction and revision.  Pressure to become more efficient has resulted in a wish to have translators produce their own documents.  Some are indeed already competent typists, comfortable with PCs and word processing software, but others are not.  Those who type read a paper copy of the source text and type their translation into a word processor. The management of the Translation Service wished to explore the use of voice input to allow translators who were not skilled typists to operate in the same way.

The trials here were carried out in British English, French, German, Italian and Spanish.  Three translators were to be selected for each of these languages, making a total of 15 in all.
  The selection was based on the desire to have a balance between the various sections of the Translation Service rather than on the needs or motivations of the individuals concerned.  They were thus not selected to be particularly enthusiastic or particularly sceptical about speech recognition.

In the event, the group chosen turned out to have a broad range of keyboard and computer skills and experience, ranging from some who had never touched a keyboard to others who were competent typists and highly PC-literate.  No-one had any physical difficulties in using their hands and no-one expressed any fear of developing repetitive strain injuries (RSI) from typing, despite some reports that such fears are widespread among private-sector translators.

The group clearly represented a sample of mainstream users.  Their one peculiarity was that they were operating in a multilingual environment, which turned out to pose some special challenges.

Details of the Trials

The evaluation team were to be given one day of formal training on the voice input system followed by two days of supervised practice.  In the event, about a third of the team was unable to attend the training, and no translator working in French was able to attend.  Moreover, most people had much less than the two days of practice because of conflicting work requirements and problems with the availability of suitable PCs.

The first stage in using the recognition system is the explicit training phase, where users are prompted to pronounce a few hundred words three or more times.  It was striking that many of the translators adopted a highly unnatural mode of speaking during this phase, producing hyperarticulated citation forms slowly and loudly.  Indeed, the words were often pronounced so slowly that pauses occurring before a plosive within a word were so long as to be taken as an inter-word pause, resulting in a single word being taken to be two.

There were also early problems with the use of inappropriate methods of correcting misrecognitions that deleted a word from the screen but did not inform the recognizer that the recognition had been incorrect.  This led to divergent adaptation in some cases.

Most of the team, however, had apparently little difficulty with learning to speak in isolated words and phrases.

The most interesting problems arose from the fact that the recognition system was being used in a multilingual environment.  It had been successfully used in all the languages of the trial for some time.  However, the natural assumption made by the designers was that only one language would ever be used in a given environment.  At the European Commission Translation Service this is definitely not the case.

The translators often need to embed in their translation an extract from the source text in its original language.  It is not normally practicable to use voice input for the extract, since it would require two versions of the recognizer to be loaded on the translator’s PC and be adapted to his or her voice; and even then the switchover would take a minute or more.  However, since voice and keyboard input can be freely mixed, there is no problem in typing the extract into a document that is otherwise generated by voice.

The Translation Service standardises on English versions of software, including word processing software.  This gave rise to by far the most serious multilingual problem.  As we have seen, the recognition system comes equipped within voice macros for the formatting commands in several popular wordprocessors, but it assumes that the language of the wordprocessor will be the same as the language of the recognition system being used.  At the time of the trials the Translation Service was using WordPerfect.   The signal, for example, for setting bold font in WordPerfect in French is <control key> + g (“g” for “caractères gras”), which is what the French recognizer sends, but the English version of WordPerfect requires <control key> +  b.  Many of the macros therefore needed to be translated before they could be used.

A further problem with the wordprocessor macros was not related to the multilingual environment.  The Translation Service was using WordPerfect version 5.2, while most of the WordPerfect macros supplied with the recognition system are for the more recent and radically different version 6.

Perhaps the most surprising multilingual problem arose with an Italian translator who reported that she found the Italian manual hard to understand.  It turned out that, having gained her experience with computers at the European Commission, she was familiar with computer terms in English but not in her native language.  The problem was solved when she acquired an English manual.

After the training period was over, the team was asked to use voice input for their work whenever possible for a period of three months.  Over that time, the team had regular meetings, with teleconferencing between those located in Brussels and those located in Luxembourg.  Problems encountered were transmitted back to Dragon Systems.  It was estimated that on average the team generated about 75% of their translations by voice over the three-month period.

The Report of the Evaluation Team
Because this was a trial carried out by the user organisation in a real working situation, there were no measurements of recognition accuracy or work throughput.  Indeed, since the work that the translators need to do can vary widely from day to day, objective measurement of throughput would be difficult.

Instead, at the end of the trial period the translators reported formally on their experience in the trial and on how they felt about using voice input in daily work. Fourteen individual reports were produced.

The overall results were encouragingly positive.  Each translator was asked to give an overall evaluation of the voice input software on a five-point scale from “Excellent” to “Poor”.  Ten out of the fourteen rated it as “Good” or “Very Good”, with the four others rating it as “Adequate”.  Of the four rating the software as only “adequate”, three had been unable to attend the training course and one had been using it for only two weeks.

A possibly more objective — and therefore even more encouraging — indicator of the utility of the voice input software is the fact that 12 of the 14 expressed a clear intent to continue using the system (no-one explicitly said that they would not continue).  Indeed, one of the incentives that the translators had to complete their reports on time was that if they did not their voice input software would be taken away from them!

There were no obvious differences between the languages. Since French is generally found to be the hardest of the languages used in the evaluation [3], largely because of the high frequency of homophones [4], we might have expected a lower level of acceptance in this language.  The single translator working in French who was able to evaluate automatic dictation over a substantial period was less enthusiastic than most others, but he was one of those unable to attend the training course.  In any case, no conclusions can be drawn from the reactions of a single individual.

Generally, the users who responded most positively to voice input were those who were most at home with PCs.  This is mitigated somewhat by the fact that these people tend also to be those who can also type well.

The translators each made many specific comments, but there were just two points on which the majority of translators commented.  No fewer than 11 out of the 14 mentioned problems with the microphone, though the remarks made spanned a wide range.  Some said that they would like a longer lead; some that the headset would not stay in place; some that the microphone interfered with drinking coffee or using the phone; some that the lead got caught on things; some that it was uncomfortable; some that they forgot that they were wearing it; and one that the headset got caught in her hair.

Clearly, those who found the lead too short could be helped simply by fitting an extension lead.  A much more satisfactory solution, however, would be to use a cordless microphone.  Unfortunately, this possibility does not look promising for the moment.  Cordless microphones using radio frequencies often have problems with signal quality and interference, and may contravene some European regulations.  Infra-red links do not suffer from these problems, but are currently expensive and require the user to carry heavy battery packs.

The second specific point made by a majority of the translators (10 out of the 14 in this case) was the desirability of having a special vocabulary developed for use with European Commission documents.  The documents on which the translators work contain a high proportion of terms that are common in such documents but unknown elsewhere.  The need for the provision of a special vocabulary might diminish over time, given the ease with which new words can be added to the vocabulary and the virtual absence of a limit on the number of words that can be added.  However, the need to add new words undeniably slows down a new user, and the need for a special vocabulary must therefore be taken seriously.

Most of the translators said that they chose to use voice input for producing the first draft of a translation, but they tended to prefer the keyboard for editing.  Given the author’s experience that a combination of the mouse and voice input is highly effective for editing, these comments seemed surprising at first.  However, they can probably be explained by the greater experience needed for editing use and the constraints imposed by the limited set of macros available to the evaluation team for WordPerfect 5.2.  The use of voice input for editing should become more attractive as the translators gain experience with this mode of working and as the Translation Service switches to Microsoft Word, for which a full set of macros is available.

One translator complained that voice input was inefficient for entering strings of digits, since the version used in the trial required each digit to be pronounced in isolation.

It was striking that, contrary to what we as researchers might expect, there were virtually no comments about recognition accuracy.  The only comment in this area was a request by one translator that homophones on the choice list (specifically, “to”, “too”, “two” and “2”) should always occur in the same order.  (Unfortunately, this is not possible because the choice list takes into account the estimated likelihood of each homophone given its context.)

Technical Developments since the Trial
Since the time of the trial, there have been several technical developments that are germane to the problems encountered by members of the evaluation team.

Version 2 of DragonDictate for Windows reduced the explicit training period to a minute or less, and is less likely to be adversely affected by hyperarticulation in this period.  The recognition performance at the start of use is now greatly improved, which should reduce initial frustration.

Editing has been made simpler by the introduction of continuously spoken commands using a finite-state grammar (for example, “Bold next three words”, “Delete previous seven sentences” ...).

Numbers can also now be entered continuously.

In the system used in the trials, pronunciations for new words could be added only by the user, since they were not represented phonetically but were merely acoustic images of what was spoken.  A new product called SpeechTool allows new words to be added with pronunciations specified by a phonetic transcription obtained from the spelling of the word and a spoken example.  Documents can be submitted to SpeechTool to search for words that are missing from the standard DragonDictate dictionary.  They can then be added with pronunciations to all copies of DragonDictate in an organisation.  This should solve one of the major concerns expressed by the translators. 
As for the microphone,  a lighter headband-mounted microphone, which is less likely to get caught in the hair, is now available from VXi.  It comes equipped with a headphone, and VXi sell a switch allowing it to be used for telephone conversations as well as input to a speech recognizer. Dragon Systems also offers a new Shure microphone, which eliminates the headband completely and clips around the ears instead.

Nevertheless, the microphone is likely to remain a source of concern for some users.

In April 1997 Dragon Systems announced a general-purpose continuous dictation system, though the system was demonstrated in English only, with systems in other languages being promised for later in the year.  This system allows the user to obtain automatic customisation of the language model and vocabulary by simply presenting it with a set of previously created documents.

Lessons Learned from the Trial
The overall results of the trial are encouragingly positive.  However, as is often the case, it is the problems that provide the most useful information.

This was one of the first times that this — or any other — recognition system is known to have been used in a truly multilingual environment with mainstream users.  One lesson for the author has been that however intelligent and motivated the users are, and however carefully a speech recognition system is designed, its introduction into a new environment will expose unforeseen practical problems.  It is therefore vital for developers of such systems to keep in close contact with users.

The trial underlined the fact that the introduction of a new technology such as automatic dictation to mainstream users in a large organisation is a social process, in which users are influenced by the experience and attitudes of their colleagues.  The evaluation team clearly benefited from sharing experiences.  There was naturally more sharing within a language group than across languages.

While it was only with hindsight that this became apparent, what was lacking was an in-house resource person at the Translation Service.  Such a person would be more familiar with the word-processing software than most users are and would be aware of the formatting requirements and conventions of the organisation.  He or she would also have the time to become proficient in the use of the speech recognition system and in the creation of voice macros.  This would permit voice macros to be developed for the particular needs of the organisation.  The person would also be a source of training and help for the operational users and could co-ordinate a technical dialogue with the producer of the speech recognition system.  The existence of such a person would undoubtedly have greatly improved the experience of the evaluation team, especially those who were unfamiliar with PCs in general and word-processing in particular.  This lesson has been learned, and current trials in another multilingual organisation do include such a person.

Conclusions

The experience of these trials is that real users of speech recognition may be more concerned by practical issues that may sometimes seem trivial — or at least dull — to researchers than by small differences in recognition accuracy.  Such practical issues tend only to come to light when real users are studied.

The eventual availability of ergonomically designed general-purpose continuous speech recognizers working on affordable standard hardware will definitely make widespread acceptance of speech input much easier.  However, trials such as these indicate that even discrete-utterance recognition technology can be readily accepted by mainstream users.  The barriers to be overcome appear to have at least as much to do with attitudes to the technology as they have with the need for technical advances.  Perhaps awareness of successful trials in high-profile organisations will help to overcome the attitude barriers and consequently help the efforts of researchers in speech recognition to bear more practical fruit.
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 Figure Captions

Figure 1.  The choice list that might appear when a user says “there” or “their” or “they’re”.  If the top choice is not what is wanted, the user can say “Choose 3”, for example, to get “they’re”.

Figure 2.  The sequence of operations occurring when the user dictates a word and something other than the desired word appears initially in the text.  The “Rapid Match” shown in the diagram reduces the number of word candidates in the active vocabulary that must be compared in detail with the speech to be recognised.

Figure 3.  The partitioning of the vocabulary between the active and back-up regions.  The dotted area represents the extension that occurs when new words are added to the vocabulary.

� Over the course of the three months, one Spanish translator and two French translators had to leave the group and one additional British English translator joined the group.  An additional French translator joined the group, but only two weeks before the formal end of the trials.  This left French with only one translator who had used automatic dictation for a substantial period, and even he had been unable to attend the training course.
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