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4 Purpose

The purpose of the MUMIN multimodal coding scheme is to experiment with annotation of multimodal communication in video clips of interviews taken from Swedish, Finnish and Danish television broadcasting. The coding experiment will be carried out at a workshop at KTH, Stockholm, on 21-22 June 2004.

5 Uni-modal and multimodal annotation
 

Two kinds of annotation are considered. The first is modality-specific, and concerns the expression types indicated in Table 1, with the exception of those indicated in parentheses. For each expression type, levels of annotation and annotation tags are defined and exemplified below in Section 7.
	Modality
	Expression type

	Facial displays
	Eyebrows

	
	Eyes

	
	Gaze

	
	Mouth

	
	Head

	Gestures
	Hand gestures

	
	(Body posture) 

	Speech
	Segmental 

	
	(Suprasegmental)



 Table 1: unimodal annotation level
Caveat: in this version of the coding scheme, no tags are defined for speech annotation. Several possibilities, including a reduced version of the DAMSL annotation tag set (see www.cs.rochester.edu/research/cisd/resources/damsl/RevisedManual/ ) , have been taken into consideration and may be added later. 
The second kind of annotation concerns multimodal communication. For each gesture and facial expression taken into consideration, a relation with the corresponding speech expression (if any) is also annotated. Note that in a dialogue, gesture/facial display by one person may relate to speech by another. The correspondences foreseen for a two-party dialogue are shown in Table 2.

	
	Gesture/facial display speaker 1
	Gesture/facial display speaker 2

	Speech speaker 1
	X
	X

	Speech speaker 2
	X
	X



Table 2: multimodal correspondences in two-party dialogue
6 Coding levels   

For each modality expression, two levels of complexity are considered. One relates to the form of the expression, and the other to its semantic-pragmatic function. The annotations for the first level are quite coarse. As for the second level, emphasis is put on the communicative function of the expression, and in particular its feedback or turn-managing function.
Only one level is considered for multimodal annotation.

7 Phenomena to be annotated
7.1 Communicative function

As noted above, the main focus of the coding scheme is feedback and turn-managing function of multimodal expressions, as well as the way in which expressions belonging to different modalities are combined. We distinguish 4 general communicative functions:

· feedback give;

· feedback elicit;

· turn-managing;

· information-structuring.
However, we will limit ourselves to the identification and annotation of facial displays and gestures that have a feedback-related or turn-managing function. 
The production of feedback is a pervasive phenomenon in human communication. Participants in a conversation continuously exchange feedback as a way of providing signals about the success of their interaction. They give feedback when they wish to show their interlocutor that they are willing to continue the communication and that they are listening, paying attention, understanding or not understanding, agreeing or disagreeing with the message which is being conveyed. They elicit feedback when they wish to know how the interlocutor is reacting in terms of attention, understanding and agreement with what they are saying.
The turn-managing system, on the other hand, is the mechanism around which human face-to-face communication is organised to manage the flow of interaction. Optimal turn-management has the effect of minimising overlapping speech and pauses in the conversation. 

Under normal circumstances, both feedback and turn-management in face-to-face communication involve extensive use of multimodal expressions, and are therefore central phenomena in the context of a study of multimodal communication.

The specific tags for the annotation of feedback and turn-management are shown in Table 3. Note that these features are not mutually exclusive. For instance, turn managing is partly done by feedback.  You accept a turn by giving feedback and you can yield a turn by eliciting information from the other party.
	General function
	Specific function
	Short tag

	FEEDBACK GIVE
	Continuation
	Continue

	
	Acceptance
	Accept

	
	Refusal
	Refuse

	
	Other emotional
	Other 

	FEEDBACK ELICIT
	Require confirmation
	RequireConfirm

	
	Check interlocutor’s attention
	CheckAttention

	TURN-MANAGING
	Turn-taking
	Turn-T

	
	Turn-yielding
	Turn-Y

	
	Turn-holding
	Turn-H


Table 3: Communicative Functions

Feedback give
Facial displays and gestures produced to give feedback can have the following detailed functions:
· Continuation: indicates that the interlocutor has perceived and possibly understood the message, but s/he explicitly shows only his/her willingness to go on in the communication.

· Acceptance: indicates that the interlocutor has perceived and understood the message and wishes to show acceptance. This implies contact perception and understanding in Allwood (2001)’s terms and includes Clark and Schaefer (1989)’s acknowledgement, which describes a hierarchy of methods used by interlocutors to signal that a contribution has been understood well enough to allow the conversation to proceed. 

· Refusal: indicates that the interlocutor wishes to show refusal, non-acceptance of the information received. This does not always imply contact, perception and understanding, since the information can be refused because of misperception, misunderstanding and disagreement. 

· Other emotional: specifies that the interlocutor is showing some other attitudinal/emotional reactions towards the meaning conveyed; this includes surprise, disappointment, frustration, enthusiasm and so on. 
Feedback elicit
Facial displays and gestures produced to elicit feedback can have the following detailed functions:

· Require confirmation:  when the speaker wants to make sure the interlocutor has understood the message. 
· Check interlocutor’s attention: when the speaker wishes to make sure that the interlocutor is still following, paying attention (without, however, asking for confirmation).
Facial displays and gestures produced for turn managing are coded as follow: 

· Turn taking: when the speaker wishes to take the floor. 
· Turn yielding : when the speaker is willing to give up his/her turn

· Turn holding: when the speaker wishes to keep the turn (this is usually done by rotating the head and the gaze away from the listeners) 

7.2 Facial displays

The term facial displays refers, according to Cassel, to timed changes in eyebrow position, expressions of the mouth, movement of the head and of the eyes. Facial displays can be characterised by the muscles or part of the body in play, or the amount of time they last, but they can also be characterised by their function in conversation. 
	Facial display
	Form of expression/

movement
	Communicative function

	Eyebrows 
	Frown

Raise
	Feedback give

Feedback elicit

Turn-managing

Information-structuring



	Eyes
	Open 

Closed

Semi-closed
	

	Gaze
	Mutual 

Up

Down

Sideways 

Unfocused
	

	Mouth
	Openness
	Open lips 

Closed lips 


	

	
	Corners
	Corners up Corners down  


	

	
	Lips protruded
	Protruded

Non-protruded
	

	Head
	Nod / Jerk / Shake / Waggle / Side-turn
	


Table 4: Coding scheme for facial displays
Facial displays can have phonological functions (for example articulatory gestures), they can have grammatical functions (for example eyebrow rising on pitch accented words), they can have semantic functions (for example nods and smiles to express feedback) and they can also have social functions (for instance politeness smile). As already mentioned, we will focus on their feedback and turn-management functions.

A coding scheme for the two levels of coding of facial displays is shown in Table 4. Tags concerning the relationship between the facial display and speech are defined and explained in Section 7.5.

The background assumption for coding is that we code those facial displays and gestures which are not “neutral”, and which have either a feedback or a turn-management function. Details on each tag are given below.
Eyebrows movements are labelled in terms of:
· Frown: when the eyebrows move towards the nose

· Raise: when the eyebrows rise

Eyes movement are labelled as:
· Open, 
· Closed, 
· Half-closed.
Caveat: For the sake of simplicity we do not separate the coding for left and right eye.

Gaze direction: gaze refers to “an individual’s looking behaviour, which may or not be at the other person”(Knapp and Hall 2002, p.349). It is labelled as:

· Up: when the person looks up, 

· Down: when the person looks down,
· Sideways: when the person looks on the side,
· Unfocused:  when the speaker/listener is looking at the space, without focusing on anything or anybody in particular, this is not the same as “neutral” since it shows the interlocutor is “lost in his/her thoughts”.

· Mutual: refers to a situation in which the two interlocutors are looking at each other, usually in the region of the face, this can include eye contact.

Gaze is used to regulate the flow of conversation, by managing turn regulation and monitoring feedback, but also by expressing emotions and communicating the nature of the interpersonal relationship.

Mouth movements: this group is intended to describe the position of the mouth related to facial displays other than “articulatory gestures”. This means that we annotate whether a person has his/her mouth open, for example because s/he is surprised, but we do not annotate when the mouth is open because the person is uttering an open vowel. Mouth expressions are labelled in terms of: lip aperture and position of the corner of the mouth. In other words, openness, position of corners and protruded lips are not mutually exclusive.
The labels used are:

· Open lips: when the mouth is open, 
· Closed lips: when the mouth is closed,
· Corners up: e.g. when smiling, 
· Corners down: e.g. in a sad expression,  

· Protruded: when the lips are rounded,
· Non-protruded: when the lips are not rounded.
Head movements are coded as follow: 

· Nod: is a forward movement of the head going up and down, which can be multiple,
· Jerk: is a backward movement of the head which is usually single,
· Shake: is a left-right or right-left movement of the head which can be multiple,
· Waggle: is movement of the head back and forth left to right,
· Side-turn: side-way turn is a single turn of the head left or right.
7.3 Gestures

Table 5 shows the categories used to annotate gestures. A distinction is made between hand gestures and body posture. Body posture, however, will not be studied in the workshop: therefore, no relevant tags have been defined. The categories used to annotate hand gestures are taken mainly from McNeill’s work (see references below) and from Allwood (2002).
	Gestures
	Shape of gesture
	Semantico-pragmatic analysis

	
	
	Gesture types
	Communicative function

	Hand gestures
	Handedness
	BH both hands

SH single hand
	Batonic 

Deictic

Iconic

Symbolic
	Feedback give

Feedback elicit

Turn managing

Information-structuring

Other

	
	Trajectory
	Up

Down

Sideways

Complex
	
	

	Body posture
	N/A (non-applicable)
	N/A
	N/A


Table 5: Gesture annotation scheme

Hand gesture annotation presupposes first of all that the so-called gesture phrases are identified, in other words that the annotator finds the gestures s/he wants to annotate, and establishes where each gesture starts and ends. 

Selection is guided by the particular communicative functions we are interested in. Just as in the case of facial displays, these are feedback-related and turn-management functions. As far as start and end points are concerned, in order to simplify the work we do not try to capture the internal structure of a gesture phrase (preparation, stroke and retraction phases). 

The tagging of the shape of hand gestures is quite coarse, and much simplified compared with the coding scheme used at the McNeill Lab, which has been our starting point. We only look at the two dimensions Handedness and Trajectory, without worrying about the orientation and shape of the various parts of the hand(s), and we define trajectory in a very simple manner, analogous to what is done for gaze movement. There are thus a number of ways in which the coding of gesture shapes could be further developed by the participants depending on their interests.

The semantic-pragmatic analysis consists of two levels. The first is a categorisation of the gesture type in semiotic terms, the second concerns the communicative functions of gestures. They are the same as defined for face displays and will not be commented any further. Cross-modal functions have not been defined specifically for gestures. They are discussed in the section on multimodal coding. 
More detail is given below on each tag.

Handedness
· Both hands: both hands are involved
· Single hand: either right or left hand are involved alone
Trajectory 
· Up: the stroke of the gesture is upwards
· Down: the stroke of the gesture is downwards
· Sideways: the stroke of the gesture is sideways
· Complex: the gesture is a complex combination of Up, Down and Sideways 
Gesture types
· Batonic gestures (also called beats) are small movements the shape of which does not change with the content of the accompanying speech. According to Bavelas et al. (1992), they serve the function of keeping the listener attentive. 

· Deictic gestures (a subtype of Pierce’s indexical) locate aspects of the discourse in the physical space (e.g. by pointing). According to Cassell (to appear), they can also be used to index the addressee. The example she gives is when a teacher in the classroom says “yes, you are exactly right” and points at a particular student.

· Iconic gestures express information by similarity or homomorphism. Examples are gestures done with two hands to comment on the size (length, height, etc.) of an object mentioned in the discourse. 

· Symbolic gestures (emblems) are gestures in which the relation between form and content is based on social convention (e.g. the okay gesture). They are culture-specific. 

7.4 Speech

Not treated in this version.

7.5 Multimodal relations

Facial displays and gestures can be synchronized with spoken language at different levels: at the phoneme, word, phrase or long utterance level. In this coding scheme, the smallest speech segment we expect annotators to annotate multimodal relations for is the word. In other words, we do not expect them to take morphemes or phonemes into consideration.
Our multimodal tags build on the classification proposed in Poggi and Magno Caldognetto (1996). They are shown in  Table 6.
	Function
	Relationship between gesture/facial display and speech

	repetition
	gesture/facial display bears exactly same meaning as words (this can be also a reinforcement if the gesture puts what has been said with speech in focus)

	addition
	the meaning of the gesture/facial display adds information to word meaning (this can lead to redundancy of information)

	substitution
	gesture/facial display replaces unsaid word(s). This is quite difficult to understand, in same cases we can say that the gestures stand on their own

	contradiction
	gesture/facial display meaning contradicts what has been said vocally, e.g. to denote sarcasm, irony.



	no relationship
	


Table 6: Relationship between gestures/facial displays and speech

Alternative methods for classifying multimodal expressions can be found for example in Poyatos (2002) and Allwood and Cerrato (2003). 
8 Description of required data source type


The coding scheme should be applied to orthographically transcribed video clips. 


8.1 Conventions for orthographic transcription

These are a subset of the conventions described in Duncan (2004).

Punctuation

No punctuation is used in the transcriptions.

<…> filled speech pause
For sounds like <um> or <ehm>
%___ non-speech sound
For non-speech sounds like %laugh or %throat

{…} uncertain transcription
If a portion of speech is totally incomprehensible, write {…}; if you don’t feel certain about what you hear, enclose the relevant part of the transcription in {}.
9 Coding procedure    

9.1  General task and annotators
Three different short video clips, one in Swedish, one in Finnish and one in Danish will be annotated. Annotators will be divided into groups of 2-3 people: all those belonging to the same group will work with the same video clip and with the same coding tool.

The annotators are expected to have read this document and to have made themselves acquainted with the relevant literature (see below for a list of suggested references). Furthermore, they will have followed a tutorial on how to annotate by means of the three coding tools used in the workshop. These are ANVIL (Kipp 2001 and Kipp 2004), MultiTool (Gunnarsson 2002) and NITE (Bernsen et al 2002).

9.2 Work distribution and organisation
First session
Annotators will start by annotating a short sequence together in each group to assess their common understanding of the task. Each group will work with one of the tools available. The result will be saved in a temporary coding file.

Second session
Then each annotator will continue coding the same video clip individually by means of the tool chosen by the group. The result is saved in a second temporary file.

Third session
The annotators in each group get together and compare their annotations. Problems are noted.  Adjustments to the codings are made to reduce differences, and results are saved in a third coding file. For each coding, the percentage of tags on which the whole group agrees is calculated. 
It may happen that after the first three sessions, changes to the coding scheme need to be made in order to ensure better inter-coder agreement. In such a case, session 3 will have to be repeated for the coders in a group to converge on the updated coding scheme. 

Fourth session
Annotators swap annotated files with those of another group, go through the coding and make adjustments. A correction percentage is calculated. Results are saved in a fourth coding file.
N.B.: a thorough validation of the reliability of the results, for example in terms of k score, is not within the scope of the workshop, but may be carried out later. In fact, the small-case validation foreseen at the end of session 3 may have to be limited to a subset of the tags in the coding scheme.

9.3 Coding passes

The following passes are foreseen for an annotation session:

(1) Watch entire video clip.
(2) Correct transcribed speech if necessary.
(3) Organise speech in short utterances and insert time stamps around the utterances if the tool does not do it for you. Intuitively, a short utterance corresponds more or less to a clause.
(4) Identify gesture and facial displays related to the functions under observation.
(5) Label facial displays and gestures with tags from the two levels provided.
(6) Label the relationship between the facial display/gesture and the corresponding utterance; if necessary to express a correspondence between a gesture or facial display and a speech segment, break the utterances defined in (3) into shorter phrases.
Since understanding of phenomena and annotation tags usually changes as the coding proceeds, these passes should be gone through several times to ensure internal consistency.

10 Coding example 


To be provided after the tools have been customised.
11 Tag set declaration
The tag set is shown in Table 7. If needed by the tools instructors, a different format can be produced.

	Dimension
	Tags (short tags in parentheses)



	
	Value
	More specific value

	Facial displays
	Eyebrows
	Frown / Raise
	

	
	Eyes
	Open / Closed / Semi-closed
	

	
	Gaze
	Mutual / Up / Down / Sideways / Unfocused
	

	
	Mouth
	Openness
	Open lips  (Open)
Closed lips (Closed)


	
	
	Corners
	Corners up (C-Up)

Corners down (C-Down)



	
	
	Lips protruded
	Protruded

Non-protruded

	
	Head
	Nod / Jerk / Shake / Waggle / Side-turn
	

	
	Function
	Feedback give (F-Give)
	Continue /Accept / Refuse/ Other

	
	
	Feedback elicit (F-Elicit)
	RequireConfirm / CheckAttention

	
	
	Turn-managing (Turn)
	Turn-T / Turn-Y / Turn-H

	
	
	Information-structuring (Info)
	

	
	Multimodal relation
	Repetition (Repeat)

Addition (Add)

Substitution (Replace)

Contradiction (Negate)

No relation (None)
	

	Hand gestures


	Handedness
	Both hands (BH)

Single hand (SH)
	

	
	Trajectory
	Up / Down / Sideways / Complex
	

	
	Type
	Batonic  / Deictic / Iconic / Symbolic
	

	
	Function
	Feedback give (F-Give)
	Continue /Accept / Refuse/ Other

	
	
	Feedback elicit (F-Elicit)
	RequireConfirm / CheckAttention

	
	
	Turn-managing (Turn)
	Turn-T / Turn-Y / Turn-H

	
	
	Information-structuring (Info)
	

	
	Multimodal relation
	Repetition (Repeat)

Addition (Add)

Substitution (Replace)

Contradiction (Negate)

No relation (None)
	


Table 7: Coding scheme tag set
12 Discussion
To be added after the workshop on the basis of the experience gained.
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